**Protecting parliamentary procedure: bridging the gap in institutional memory with Artificial Intelligence**

**INTRODUCTION**

The intricate process of law-making in parliaments involves a complex interplay between written rules and more implicit understandings of parliamentary procedure. Parliaments globally operate within this dual framework to ensure their effectiveness amidst political dynamics. The foundation of parliamentary procedure is anchored in legal frameworks prescribing the operational rules and protocols of the institution. These rules, often enshrined in constitutions and bills of rights, ensure that parliaments function within a defined legal structure, safeguarding democratic principles, rights, and the separation of powers. While these elements are often documented, their application necessitates an interpretation infused with tacit knowledge—a deep, unwritten understanding of parliamentary norms and practices based on experience and internalised beliefs.

The importance of tacit knowledge poses an ongoing challenge for parliaments: how to retain it and ensure knowledge remains intact. This paper sets the foundation for a theoretical exploration of how AI can support the retention and application of parliamentary procedural memory. As parliaments face the challenge of maintaining institutional knowledge amidst frequent turnover of members and staff, AI presents a new frontier for preserving both codified and tacit knowledge. While AI's potential to enhance knowledge management has been widely discussed in other sectors, its application to the specific needs of parliamentary institutions remains underexplored. This paper delves into AI's capacity to support decision making, improve access to procedural knowledge, and enhance the education of new members, particularly in understanding the complex interplay between written and uncodified rules and norms that guide parliamentary procedure.

Rather than proposing specific AI solutions, this paper takes a broader theoretical approach to outline the possibilities and challenges of integrating AI into parliamentary systems. It considers how AI tools could be used to bridge gaps in institutional memory, but it also examines the limitations and risks of relying on such technology in a democratic setting. By focusing on AI’s potential to preserve procedural memory, this paper aims to contribute to the ongoing discourse on parliamentary resilience, highlighting both the opportunities and the need for careful governance in adopting AI. The analysis will provide insights into how parliaments can leverage AI without compromising democratic principles such as transparency, accountability, and human oversight.

**SOURCES OF PARLIAMENTARY PROCEDURE AND PRECEDENT**

The work of parliaments to develop jurisdictional law is complex requiring an ecosystem of written rules and procedures as well as precedents and other implicit practices. To ensure parliaments remain effective in a political environment, these institutions rely on a multitude of legal documents such as constitutions, legislation, standing or sessional orders and resolutions of a House. Parliamentary procedure is legal in nature governing the rules of the House(s);[[1]](#footnote-2) in essence it sets out the rules of engagement within the parliament and how it should conduct business (such as questions, passage of legislation and rules of debate).

In Westminster-style (such as Australia or the United Kingdom) or similar legislatures (such as the United States), procedure is made up from a complex mix of written rules and unwritten conventions and precedents. This mix poses significant challenges for retaining and understanding parliamentary knowledge. Reliance on precedent to contextualise prescriptive rules adds a layer of complexity which can make the parliament process opaque and inaccessible, even for those with experience within the system.

The UK Parliament identifies four key components of parliamentary procedure:

1. Practice which is the general understanding established over the centuries and does not need to be formally written down.
2. The Standing Orders which are the rules under which Parliament conducts its business and regulates the way Members behave and debates are organised.
3. In the House of Commons Rulings from the Chair relate to decisions on procedure which have been referred to the Speaker for clarification. In the House of Lords, procedure is developed by the House itself through the Procedure Committee which considers any proposals for changes to Standing Orders.
4. Other proceedings are controlled by Acts of Parliament which cover such things as taking the Oath or presenting Bills to Parliament.[[2]](#footnote-3)

Documents explicitly outlining parliamentary procedure are often not prescriptive and require interpretation and the acceptance of tacit knowledge about the rules and practices of parliament. Parliamentary rules are designed to be enabling, facilitating the effective functioning of the House and its members, rather than restrictive, making it essential for them to remain flexible rather than rigid. It is the responsibility of parliamentary actors (e.g. members, presiding officers, clerks or other parliamentary officers) to interpret the intent of parliamentary procedure. This interpretation often relies on tacit knowledge.

‘Tacit knowledge’ refers to ‘personal knowledge embedded in individual experience and involving intangibles such as personal belief, perspectives and values’.[[3]](#footnote-4) Howells expanded on the definition of tacit knowledge contending it is ‘non-codified, disembodied know-how that is acquired via the informal take-up of learned behaviour and procedures’.[[4]](#footnote-5) In the parliamentary context, tacit knowledge is the uncodified understanding of the practices and procedures of the parliament drawn from interpretation of codified rules or norms. A parliamentary actor’s interpretation of the standing orders given in advice to a presiding officer or member is an example of tacit knowledge in action.

Parliaments rely on precedent to contextualise the rules of their works where codified procedure is not prescriptive. These precedents keep order in the chambers, assist with managing the practices of the institution and ensure that members are efficient in meeting their various obligations to the public. Precedent refers to past decisions, practices, and actions which guide or create a rule for how similar instances are to be addressed in the future. Generally, precedents contextualise written rules in legislation or standing/sessional orders however it can also be used to create common practices on which these documents are silent. For example, from 2016 to 2022 the President of the Legislative Council at the Parliament of Victoria (Australia) included an Acknowledgement of Country following the Lord’s Prayer.[[5]](#footnote-6) Under the House’s Standing Orders, only the Lord’s Prayer was required.[[6]](#footnote-7) The consistent inclusion of the Acknowledgement of Country became a precedent for the House until it was formally included in the Standing Orders from 2022.[[7]](#footnote-8)

Precedents encompass not only formal decisions but also the nuances of debate, the subtleties of procedure, and the intricacies of committee work. This complexity is compounded by the fact that precedents can evolve, with new interpretations and applications arising as parliamentary contexts change.[[8]](#footnote-9) Whilst some precedents are codified into secondary documents such as procedure manuals or *Rulings from the Chair* books, not all are. Despite not being codified in writing, parliaments are still expected to respect their application and use them to provide a framework for operation. By relying on historical precedent, parliaments can ensure continuity and stability however it also requires a deeper understanding of parliament which can be difficult to retain.

Reliance on precedent to guide contemporary practices is a paramount function for parliaments for several reasons. In parliaments, precedents:

* provide a sense of continuity and stability, ensuring that the current parliament avoids arbitrary decisions by carefully considering well-established historical and procedural contexts
* maintain the integrity and predictability of parliament’s operations ensuring it is not subject to changing political climates
* guide parliamentarians, clerks and staff in situations where prescriptive rules are ambiguous or silent on the specific matters before the House
* promote fairness and equity in parliamentary proceedings ensuring decisions are not ad hoc or controlled by the governing party, and instead are rooted in a consistent application of rules and norms. This role is particularly important for parliaments within democratic systems.[[9]](#footnote-10)

It is clear that precedent is a central source of knowledge that helps parliament contextualise its rules and procedures, and it is most effective when properly documented. Tacit knowledge can become institutional memory when it is documented, even if it does not evolve into formal precedent. The act of writing down advice, interpretations, or informal practices allows this otherwise personal and experiential knowledge to be shared and preserved within the institution.[[10]](#footnote-11) While such documentation may not always result in a formal precedent, it still contributes to the broader institutional memory of parliament. Written records, including procedural notes, clerk advice, or interpretations of standing orders, ensure that valuable insights and understandings are accessible to future parliamentary actors. This process enables the continuity of knowledge that might otherwise be lost through turnover of staff and members, helping to maintain the stability and functioning of the parliament, even if those written insights do not carry the weight of an established precedent.

By recording these interpretations and informal practices, the parliament ensures that future decision-makers have a reservoir of institutional knowledge to draw upon, bridging the gap between individual experience and collective understanding.[[11]](#footnote-12) Institutional knowledge is much more than a simple collection of facts. It serves as an active guide that shapes how procedures and practices are implemented. This deeply embedded understanding ensures that rules and processes are followed with a clear grasp of their historical significance and practical applications, thereby improving the process of lawmaking.

**RETAINING PARLIAMENT’S INSTITUTIONAL MEMORY**

The dispersion of parliamentary knowledge across formal and informal sources creates the collective knowledge of a parliament. This collective knowledge is vital to sustaining the practices of parliament but can make it challenging locating and synthesising precedents to understand their application to current situations.

In parliaments, tacit knowledge—those informal understandings, norms, and practices that guide decision-making—can be recorded, but this is done inconsistently. Moreover, it is often documented for personal use only or easily lost, meaning much of this knowledge remains tacit and held by knowledgeable actors who will eventually leave or retire. While some tacit knowledge transitions into precedent, formalising it into the institution's collective memory, a significant portion remains tied to the expertise of individuals, making it vulnerable to loss.[[12]](#footnote-13)

By establishing and documenting knowledge, parliaments build ‘institutional memory.’ This memory acts as a bridge, connecting the tacit, experiential knowledge held by parliamentary actors with the formal, codified rules of procedure. For instance, advice provided by clerks or parliamentary officers may offer interpretations of standing orders that clarify ambiguities or establish new norms. Even if this advice is not formally adopted or written into the rules, it may still influence future decisions and become an informal part of parliamentary practice. As such, institutional memory plays a vital role in preserving continuity and guiding the application of procedure, ensuring that the parliament operates with consistency while also adapting to new contexts and challenges. However, without proper storage or sharing of this knowledge, it does not embed itself in the deeper memory of the institution, risking loss of valuable insights.[[13]](#footnote-14) As such, institutional memory plays a vital role in preserving continuity and guiding the application of procedure, ensuring that the parliament operates with consistency while also adapting to new contexts and challenges.[[14]](#footnote-15)

Without an accessible knowledge repository, the retention of parliamentary knowledge heavily relies on the tacit knowledge of long-serving members and parliamentary staff. This reliance makes parliaments vulnerable to the risk of ‘institutional amnesia’[[15]](#footnote-16) where the context and applicability of important precedents are lost. Turnover in parliamentarians and parliamentary officers—in particular clerks—creates gaps in institutional memory. Parliaments are particularly exposed to this risk among members during an election period which can see long-serving members retire or lose their seats, potentially leaving large procedural gaps in a new parliament.

The Parliament of Victoria’s 2022 election highlights the risk of losing institutional knowledge, even when examining just one of its Houses, the Legislative Council. Before the election, the Clerk of the Legislative Council and several long-serving members announced their retirement.[[16]](#footnote-17) Together, they represented over 100 years of accumulated expertise. This created a substantial gap in institutional knowledge, affecting not only the Legislative Council but the entire Parliament. These individuals held a deep procedural understanding and historical knowledge of the parliamentary system, which is difficult to replace. Furthermore, the election brought about a shift in the House's composition, with 20 new members elected to the Legislative Council.[[17]](#footnote-18) This transition underscores concerns about maintaining parliamentary traditions and preserving critical institutional memory.

The loss of institutional memory is not unique to parliaments but is a risk for all organisations and is often studied in the context of the broader public sector. Tingle discussed the loss of institutional memory in Australia’s public service (which she described as ‘political amnesia’) and the consequences for policymaking in the country. Whilst the essay focuses on the memory of public servants and advisers, its contentions are relevant to the dilemma faced by parliaments: how to retain institutional memory. Tingle described the risks poor institutional memory can have in a democratic context:

Without memory, there is no context or continuity for the making of new decisions. We have little choice but to take these decisions at face value, as the inevitable outcome of current circumstance. The perils of this are manifest. Decisions are taken that are not informed by knowledge of what has worked, or not worked, in the past, or even by a conscious analysis of what might have changed since the issue was last considered.[[18]](#footnote-19)

Interestingly, Tingle contested that technology is ‘acting against institutional memory’ by depleting the need for individuals to build their own knowledge which contributes to an institution’s memories.[[19]](#footnote-20) However, developments in AI and other forms of emerging technologies show possibilities for preserving institutional memory in a way which can catalogue information and educate newer actors (such as first term members) on how to apply this knowledge to contemporary situations.[[20]](#footnote-21)

For parliaments, retaining precedents and other forms of procedural knowledge is essential. Embedding new technological systems for preserving institutional memory can assist with several challenges currently experienced by parliaments, but in particular educating and training new members. Member education is a crucial component of the role of many parliamentary officers, particularly clerks. Procedure is an essential part of members’ education because of its importance to the core functions of parliament. In 2012, Ken Coghill (a former Speaker of the Victorian Legislative Assembly) found that 78.5% of training content received by parliamentarians focused on parliamentary procedure.[[21]](#footnote-22) The challenges associated with retaining and understanding parliamentary knowledge can extend to the functioning of parliamentary democracy. For new members, the steep learning curve associated with building a repository of precedents (or even the skills to find relevant precedents) can be a barrier to effective participation. This barrier can limit the capacity of members to conduct their business and represent constituents, potentially eroding the diversity of voices and perspectives in parliamentary debate and decision-making.[[22]](#footnote-23)

Retaining parliamentary memory is a multifaceted issue requiring a multi-pronged approach. Parliaments must ensure there are appropriate documentation processes for precedents and other forms of institutional memory which provide context to its written materials. But these documents must also be accessible and digestible; without accessibility it is unlikely members or staff will engage with these documents, further risking institutional amnesia. By exploring technological solutions to storing informal knowledge, parliaments can ensure there are sources to assist with the further functioning of parliament whilst also providing more tools for education. Emerging technology can provide a unique opportunity to improve knowledge management in parliaments by building intelligent repositories for information which can support members and staff to apply relevant knowledge to current situations.

**DEFINING ARTIFICIAL INTELLIGENCE (AI)**

Artificial Intelligence, a form of ‘emerging technology’, is not a new phenomenon despite its recent mainstream attention with the advent of programs such as ChatGPT making the technology accessible to a global audience. Whilst AI is only one form of emerging technology, it is the focus of this paper because of its potential applicability in solving the knowledge retention problem faced by parliaments. AI is a type of disruptive technology which has the capability to significantly transform organisational processes and practices. ‘Disruptive technology’ refers to a ‘set of emerging technologies that drastically transform the processes and operations’ of an organisation.[[23]](#footnote-24) Other examples of disruptive technologies are the Internet of Things and recommender systems.

Despite its emergence as early as 1956,[[24]](#footnote-25) there is no universally accepted definition of AI. Tobin described AI broadly as:

the theory and development of computer systems able to perform tasks normally requiring human intelligence, such as visual perception, speech recognition, decision-making, and translation between languages.[[25]](#footnote-26)

A common feature of definitions of AI is the assertion that its intelligence can make sense of information collected from previous experience whilst managing uncertainty in future actions,[[26]](#footnote-27) and that it can emulate human-esque cognitive tasks.[[27]](#footnote-28)

Relevant to knowledge management, AI technology has three key features which can be used to preserve and elevate the use of institutional memory in parliaments:

1. storage to collect information from multiple users in a variety of formats
2. analysis features to process information and compare it to varying datasets/information to extract more valuable insights based on human prompts
3. recommendation features to list most important information to assist with decision-making.[[28]](#footnote-29)

It is important to emphasise that the success of AI in retaining and sharing institutional knowledge is still contingent on human oversight. For parliaments, this means that a relevant actor—such as a clerk, presiding officer, member or other person—is still responsible for contextualising the relevancy of the information. However, the interplay between AI and human agency has the capability to elevate the use of institutional memory by parliaments through establishing a repository of shared knowledge that can be applied to specific situations.

**APPLICABILITY OF AI TO RETAIN PARLIAMENTARY PROCEDURAL MEMORY**

For parliaments, the integrity and efficiency of its procedures are paramount because of their relationship to safeguarding important parliamentary principles such as democracy, transparency and accessibility. AI and other emerging technologies can assist with the work of parliaments to retain this knowledge. To ensure that the democratic principles of parliaments are maintained and to retain public trust, it is important that the use of AI (in any capacity) ‘aids, rather than overshadows, the critical human analysis that underpins parliamentary scrutiny’.[[29]](#footnote-30)

Whilst still a fledgling development in the global parliamentary network, there are some examples of legislatures using AI to elevate their work.[[30]](#footnote-31) In 2020, the Inter-Parliamentary Union noted several uses, or investigations, of AI by parliaments in its *Innovation Tracker*:

* **South Africa:** exploring using a chatbot to assist members find information and perform tasks.
* **United States, House of Representatives:** used to analyse and summarise legislative documents, assisting with decision-making.
* **Japan:** using speech recognition technology to make videos searchable, improving public access to parliamentary proceedings.
* **Netherlands:** a speech recognition system to make reporting more accurate and streamline generating proceeding documentation.[[31]](#footnote-32)

Integrating AI into parliamentary systems is not without challenges. The future of AI requires a careful balance between technological advancement and maintaining the institution’s democratic functions.[[32]](#footnote-33) Consequently, embedding AI into parliaments is not just a technological prospect but a cultural one.[[33]](#footnote-34) Parliaments must develop user frameworks for AI which have regard to transparency, accountability and privacy.[[34]](#footnote-35)

For AI to be successful in parliament, it is important that it remains human centric with oversight and accountability mechanisms.[[35]](#footnote-36) When used appropriately, AI can promote transparency and efficiency in legislative operations by simplifying administrative tasks, facilitating digital public engagement,[[36]](#footnote-37) and encouraging interparliamentary collaboration through improved information exchange.[[37]](#footnote-38)

Despite clear interest, one of the most underexplored applications of AI in parliaments is retaining and managing procedural knowledge. Parliamentary procedure is complex and can require years to master (leaving the institution at risk of procedural amnesia). AI can address parliament’s knowledge gap by:

* employing knowledge management systems to catalogue procedural rules, debates, decisions and advice, including cataloguing and updating old databased in outdated forms
* using decision support systems to assist parliamentarians to understand precedent and identify appropriate courses of action during proceedings (by analysing historical data)
* enhance member training and education on parliamentary procedure, AI tools can be used for interactive, adaptive and continuous learning on complex procedural matters.

A variety of sectors both within the public and private spheres are adopting the use of AI to transform their knowledge management. The concept of ‘AI affordances’ provides an appropriate framework for understanding the potential applicability of AI in retaining parliamentary knowledge. The affordance framework—first developed by James Gibson in 1979 in the field of ecological psychology[[38]](#footnote-39)—has since been applied to understand the potential of technology to assist with human goals (referred to as ‘technology affordance’).[[39]](#footnote-40) AI affordance specifically considers the suitability of AI-offerings for specific goals.

Trocin, et al examined AI affordances for digital innovation noting its applicability to improving organisational performance across a variety of areas including decision-making, communication, recruitment and others.[[40]](#footnote-41) For knowledge management, AI has the capacity to ‘overcome human information processing constraints’ such as speed or condensing multiple types of information.[[41]](#footnote-42) In the parliamentary context, AI used for knowledge management could be used to store, process and analyse multiple types of information (such as standing orders or notes from a clerk on advice to a member or presiding officer). Further, precedents can be built into an AI’s repository allowing it to intelligently assess the rules and procedures of parliament and apply them to modern situations with the right parameters.

Mansoori, et al explained that knowledge management is ‘all about managing the flow of information’ ensuring that the ‘right people get the right information at the right time’.[[42]](#footnote-43) It achieves this through establishing processes used to identify, gather, and reinforce knowledge within organisations. The authors identified three critical elements of knowledge management: people, technology, and process; with people being the core component, accounting for 70% of its success.[[43]](#footnote-44)

Technology is an enabling component of knowledge management by facilitating processes and making knowledge accessible.[[44]](#footnote-45) In particular, AI can elevate knowledge management by providing rapid access to targeted information and enhancing real-time decision-making. There are several forms of AI technology which could be employed by parliaments to strengthen its knowledge management. The below table outlines some of the potential applications of AI technology to create an intelligent knowledge management system in parliaments.

**Table 1. Potential application of AI technology for retaining parliamentary procedural knowledge**

|  |  |  |
| --- | --- | --- |
| **AI technology** | **Description** | **Applicability to parliaments** |
| **Natural Language Processing** | A system to understand, interpret and generate human language. | Apply precedents to interpret sources of procedure such as standing or sessional orders. |
| **Machine Learning and Deep Learning** | A system to learn from data identify patterns and make decisions with limited human intervention. | Using procedural sources and precedents, offer advice on dealing with a current situation in the House. |
| **Semantic technology** | Assists with understanding meaning and context of words within documents. | Apply precedents to derive meaning to procedural sources such as standing or sessional orders. |
| **Expert systems** | Uses rule-based algorithms to emulate decision-making. | Apply precedents or clerk advice to assist with procedural matters in the House. |

Source: LeewayHertz, 'AI in Knowledge Management: Paving the Way for Transformative Insights'. Accessed at: <https://www.leewayhertz.com/ai-in-knowledge-management/>.

Creating an intelligent knowledge management system for parliament’s procedural knowledge can enhance the accessibility, organisation and analysis of this information. AI has the capacity to assist with efficiency in the application of parliamentary procedure by making precedents more accessible and contextual to the contemporary work of the institution. It can also assist with the education and training of new members addressing the challenges parliaments continually face when institutional memory disappears because of long-serving staff and member turnover.[[45]](#footnote-46)

**RISKS TO PARLIAMENTS**

The use of AI in parliaments requires careful consideration. Whilst there are not many examples of AI being used in this paper’s proposed manner, there is a plethora of scholarship signalling the importance of parliaments to retain democratic and institutional principles when using emerging technology in any capacity.[[46]](#footnote-47) AI offers promising tools to preserve institutional memory and enhance knowledge management, its implementation in parliamentary systems is not without risks. These risks can be categorised into several key areas: over-reliance on technology, erosion of tacit knowledge, security vulnerabilities, ethical concerns, and reduced human oversight. While AI can process vast and varying datasets, the human capacity for nuanced interpretation of parliamentary proceedings remains irreplaceable.[[47]](#footnote-48) This highlights the importance of balancing AI’s efficiency with the critical role of human oversight to ensure legislative processes retain their integrity​.[[48]](#footnote-49)

The adoption of AI in parliaments potentially poses significant challenges to fairness, transparency, explainability and accountability especially where automated decision-making systems are deployed.[[49]](#footnote-50) Lord Sales (UK Supreme Court) noted these concerns:

Through lack of understanding and access to relevant information, the power of the public to criticise and control the systems ... is eroded. Democratic control of law and the public sphere is being lost.[[50]](#footnote-51)

A significant risk is over-reliance on AI to the detriment of human expertise. While AI can efficiently store, analyse, and retrieve precedents, ‘it is imperative to approach this with caution, ensuring that AI aids, rather than overshadows, the critical human analysis that underpins parliamentary scrutiny’.[[51]](#footnote-52) ​Human judgment remains essential in interpreting parliamentary procedures, which often involve unwritten conventions, precedents, and context-specific decisions. Over-reliance on AI may lead to a shallower application of procedural rules, neglecting their political or historical significance.

AI, when used for decision-making, runs the risk of diminishing human oversight in parliamentary processes. The efficiency of AI tools in providing procedural advice or summarising debates may lead to a temptation to bypass human judgment or reduce the level of scrutiny applied to parliamentary decisions.[[52]](#footnote-53) This can pose a threat to democratic processes, where human deliberation, debate, and accountability are foundational principles. Therefore, it is crucial that parliaments maintain a clear distinction between AI as a tool for support and the final authority of human actors in interpreting and applying procedural rules. AI should ‘augment human capabilities rather than replace them...to ensure AI outputs are accurate and contextually appropriate’.[[53]](#footnote-54)

Ensuring human oversight of AI systems is even more crucial because, at present, it is not feasible to teach a system the values and principles that underpin parliaments, such as democracy, transparency, and accountability. While there have been recent initiatives in places like the European Union to guide AI technologies with values such as fairness and transparency, these efforts largely rely on the intervention of ‘human agents’.[[54]](#footnote-55) These agents are responsible not only for designing AI systems in alignment with these principles but also for continually updating them to ensure that the systems reflect evolving values over time. Where value-based principles are embedded within AI systems, human oversight becomes essential not just for reviewing outputs but also for continuous monitoring and redesign to maintain these principles.[[55]](#footnote-56) For parliaments, this means that human involvement is critical at every stage—from the initial design of AI systems to their ongoing governance. Continuous evaluation and adaptation would be necessary to align AI systems with the complex and evolving nature of parliamentary work, ensuring that these tools enhance, rather than undermine, the integrity of the institution.

Poorly implemented AI knowledge management systems can run counter-intuitive to their aim in preserving institutional memory. AI systems are designed to codify and store knowledge, but they may inadvertently contribute to the erosion of tacit knowledge, which is inherently difficult to capture.[[56]](#footnote-57) Tacit knowledge in parliamentary systems encompasses the unwritten rules, norms, and cultural practices that guide decision-making. While AI can store explicit knowledge in the form of documented rules or precedents, the subtleties of human interaction and the interpretation of these rules may be lost over time.[[57]](#footnote-58) As AI systems are increasingly relied upon, the depth and richness of institutional memory could diminish, leading to a more mechanistic and less flexible approach to procedure.

AI systems that manage sensitive parliamentary information are vulnerable to cyber-attacks, hacking, and data breaches. Parliamentary records, particularly those related to procedural advice, debates, and confidential deliberations, are often sensitive and politically charged. An AI system that holds such data could be an attractive target for malicious actors seeking to disrupt parliamentary processes or exploit confidential information. It is vital that parliaments implement robust security measures to ‘ensure the authenticity of legislative data and its protection from cyber threats’.[[58]](#footnote-59) The handling of sensitive information requires stringent data privacy laws and security protocols to mitigate these risks.

AI systems can be prone to biases based on the data they are trained on,[[59]](#footnote-60) leading to unintended consequences in parliamentary decision-making. If AI tools are trained on incomplete or biased historical data, they may perpetuate and amplify existing biases in parliamentary procedure.[[60]](#footnote-61) For example, precedents that were historically shaped by unequal power dynamics or that favoured certain political interests could be reinforced by AI algorithms without proper scrutiny. This risks reinforcing any existing inequalities in the parliamentary system and undermining the fairness and impartiality expected in democratic institutions. Parliaments must therefore ensure that AI systems are transparent, regularly audited for bias, and subject to ethical guidelines that prioritise fairness and equality.[[61]](#footnote-62)

Given these risks, it may be more desirable for parliaments to invest in the development of purpose-built AI systems specifically designed to uphold the unique requirements. Purpose-built AI systems can better address the nuanced demands of parliamentary procedures and mitigate concerns such as bias, security vulnerabilities, and the potential erosion of tacit knowledge.[[62]](#footnote-63) However, such an endeavour poses significant resourcing and funding challenges; an area where many legislatures are already constrained. The investment required to develop purpose-built AI solutions is substantial, with a variety of sources reporting that custom AI solutions can cost anywhere between US$5,000 to US$500,000.[[63]](#footnote-64) Moreover, the complexity of designing AI systems that integrate seamlessly with existing parliamentary frameworks while maintaining flexibility and human oversight adds to the difficulty. Consequently, while the creation of customised AI systems may offer the most viable solution to ensuring that the use of emerging technology in parliaments remains aligned with democratic principles, the practical barriers to achieving this must be carefully considered.

**CONCLUSION**

The integration of AI into parliamentary systems represents a pivotal opportunity to address one of the most pressing challenges modern legislatures face: the preservation of institutional memory. AI’s potential to support parliaments in maintaining their institutional memory, particularly in the context of frequent personnel turnover, offers a significant advance in ensuring continuity, stability, and procedural integrity. By creating intelligent repositories and decision-support systems, AI can bridge the gap between codified rules and the informal understandings that shape parliamentary practice, helping parliaments navigate complex procedural environments with greater efficiency and clarity.

AI’s ability to store, analyse, and recommend information offers a promising avenue for addressing the challenges of knowledge retention in parliamentary systems. By building intelligent knowledge management systems, AI could assist in bridging gaps caused by turnover, ensuring that precedents and procedural knowledge remain accessible and applicable. However, because of the risks associated with the integration of AI into these sensitive political environments—such as over-reliance on AI systems, the potential erosion of tacit knowledge, and heightened concerns over transparency and accountability—parliaments should prioritise the development of purpose-built AI systems. These systems should be designed specifically for the legislative context, with security, ethical considerations, and parliamentary oversight built in from the outset.

Developing AI solutions tailored for parliamentary use ensures that the specific needs of democratic institutions are addressed while mitigating potential risks. Purpose-built AI systems can enhance parliamentary decision-making by providing timely access to data, offering predictive insights for future legislative issues, and ensuring procedural knowledge is not lost due to staff or member turnover. Additionally, these systems must be adaptable and resilient to the dynamic nature of parliamentary work, offering flexibility while safeguarding institutional knowledge.

As AI increasingly becomes integrated into legislative workflows, the importance of human oversight cannot be overstated. Parliamentarians and clerks must remain engaged with these systems, ensuring that human judgment, experience, and intuition are not sidelined. By embedding AI into purpose-built systems, parliaments can strike a balance between innovation and tradition, ensuring that the adoption of AI complements—rather than threatens—the human elements that define parliamentary democracy.

Ultimately, AI’s role in parliaments must be seen as a complement to the rich tradition of human expertise and judgment that has guided these institutions for centuries. When implemented thoughtfully and through carefully designed, purpose-built systems, AI can enhance the efficiency, accessibility, and continuity of parliamentary procedures, safeguarding institutional memory for future generations. However, it is only through careful governance, rigorous ethical standards, and an unwavering commitment to democratic principles that parliaments can fully harness the potential of AI while preserving the integrity and trust of their institutions. This intentional, cautious approach ensures that AI serves to strengthen, rather than undermine, the democratic processes that parliaments were created to uphold.
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